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#### Abstract

We determine the location of the expansion points with respect to which the two Maxwell's multipole vectors of the quadrupole moment and the dipole vector of a distribution of charge form an orthogonal trihedron. We find that with respect to these 'orthogonality centres' both the dipole and the quadrupole moments are each characterized by a single real parameter. We further show that the orthogonality centres coincide with the stationary points of the magnitude of the quadrupole moment and, therefore, they can be seen as an extension of the concept of centre of the dipole moment of a neutral system introduced previously in the literature. The nature of the stationary points then provides the means for the classification of a distribution of charge in two different categories.


PACS numbers: $02.30 . \mathrm{Em}, 02.30 . \mathrm{Mv}, 33.15 . \mathrm{Kr}$

## 1. Introduction

The multipole expansion [1] is a useful tool for the representation of various fields (electromagnetic and gravitational for example) because it allows their resolution in terms of a hierarchical set of symmetry features describing their sources. In most applications the accent is placed on the characterization of the field rather than the source itself and therefore the study of the multipole coefficients is limited to properties that directly relate to how they affect the field. More recent studies however [2-5] show the relevance of these parameters for the characterization of the spatial organization of the source of the field. Therefore, the study of the geometric and symmetry properties of the multipole moments is an interesting problem in itself.

There are two more common ways to discuss the multipolar representations and the relationship between them is non-trivial beyond the lowest orders. In the Cartesian approach the multipole moments are the coefficients of Taylor's expansion of the electrostatic potential
of a distribution of charge about a given point in space [1]. Due to symmetry properties and the fact that the potential satisfies Laplace's equation outside the region occupied by the charge, the Cartesian multipole coefficients of a given expansion order form the components of a totally symmetric and traceless tensor of a rank equal to the order of expansion. These properties make the components of the tensor highly dependent. The enumeration of the independent components is facilitated by the use of irreducible tensorial sets [6] in which the moments are represented in terms of solid spherical harmonics. This second way of describing the multipole moments corresponds to the original formalism of the potential theory developed by Maxwell [7].

Besides providing the means for an irreducible representation, Maxwell's approach has the advantage of exposing geometrical features of the source of a field satisfying Laplace's equation. Indeed, Sylvester's theorem [8, 9] shows that any spherical harmonic function can be characterized by a set of unit vectors (Maxwell's multipole vectors) and a general scalar constant. These parameters are a direct characterization of the spatial organization of the source of the field. The direction in space of Maxwell's multipole vectors can then be used to extract information about the spatial organization of the distribution of various quantities. This is a common technique for the analysis of the level of anisotropy of the cosmic microwave background [ $3,4,10$ ], for example. In other research [2], such geometrical features were implicitly used to define 'canonical' reference frames for the spatial registration of the biological molecules. Our own interest in these aspects emerged from the need for alternative parameterization of the physicochemical properties of large protein structures [5]. This convergence of applications towards geometrical interpretation of the multipole moments motivated us towards the analysis presented in this paper.

To introduce the concepts used throughout the paper, we will consider for the sake of simplicity a discrete system of point-like particles. The results can be straightforwardly extended to the continuous case. The spherical multipole moments of such a system, $q_{l m}$, are the coefficients of the expansion of the scalar potential in terms of spherical harmonic functions [1] at large distances from the source

$$
\begin{equation*}
\Phi(\vec{r})=\sum_{l=0}^{\infty} \sum_{m=-l}^{l} \frac{1}{2 l+1} \frac{q_{l m}}{r^{l+1}} Y_{l m}(\hat{r}), \tag{1}
\end{equation*}
$$

and are given by the expression

$$
\begin{equation*}
q_{l m}=\sum_{i=1}^{N} e_{i} r_{i}^{l} Y_{l m}^{*}(\hat{r}) \tag{2}
\end{equation*}
$$

The summation runs over all $N$ particles in the system and $e_{i}$ denotes the scalar property of interest which, for concreteness, will be named charge throughout the paper. In equations (1) and (2) $r$ stands for the length and $\hat{r}$ for the direction (equivalent to a pair of spherical angular coordinates $\theta, \phi$ ) of a position vector.

Up to a distance-dependent factor, the sum over $m$ in equation (1) can be expressed as a homogeneous polynomial of order $l$ in the three Cartesian components $x, y, z$ of the vector $\vec{r}$. Therefore, it satisfies Sylvester's theorem [8, 11] which provides a representation in terms of the $l$ Maxwell's multipole vectors and a constant factor $[7,9]$ in the form

$$
\begin{equation*}
r^{l} \sum_{m=-l}^{l} q_{l m} Y_{l m}(\hat{r})=C\left(\hat{u}_{1} \cdot \vec{r}\right) \cdots\left(\hat{u}_{l} \cdot \vec{r}\right)+r^{2} \mathcal{F} \tag{3}
\end{equation*}
$$

Maxwell's unit vectors $\hat{u}_{i}$ are defined up to an inversion since the sign can be absorbed in the value of the constant $C$ (they are headless vectors). Within this paper we will make the
assumption that the signs are chosen such that the overall constant is positive. The function $\mathcal{F}$ is a homogeneous polynomial of degree $l-2$ in $x, y, z$ and is completely determined by the same set of unit vectors $\hat{u}_{i}$. Then, equation (3) shows that there exists a one-to-one correspondence between the spherical multipoles $q_{l m}$ on one hand, and the constant $C$ and the set of Maxwell's multipole vectors on the other hand. Maxwell's unit vectors $\hat{u}_{i}$ and the constant $C$ provide therefore a geometrical description of the source of the field. Throughout this paper we will refer to the vectors $\hat{u}_{i}$ with the term Maxwell's multipole vectors or just multipole vectors when no confusion may arise.

The set of multipole coefficients of a given rank $\left\{q_{l m}\right\}_{m=-l \ldots l}$ form irreducible tensorial sets [6] and therefore they behave as vectors of various dimensions under rotations of the threedimensional physical space. They are however sensitive to translations and, accordingly, so do their associated Maxwell's multipole vectors. It is meaningful therefore to ask: how does the relative orientation of the multipole vectors depend on the location of the origin of coordinates? While the problem deserves a more general analysis in the context of multipoles of arbitrary order, here we will only focus on the lowest non-trivial orders, i.e. on the relative orientation of Maxwell's dipole and quadrupole moments. More specifically we will define the conditions of orthogonality of the three multipole vectors.

We would like to note that the question we study here is a particular aspect of the more general problem of the translational properties of the multipole moments [2, 12-15]. To our best knowledge, no study exists that approaches these properties in the context of Maxwell's vector representation of the multipole moments (either in electrostatic or a more general context).

The organization of the paper is as follows. In section 2 we derive the expansion points with respect to which the dipole and quadrupole multipoles form an orthogonal trihedron (orthogonality centres). We also show that, with respect to the orthogonality centres, the quadrupole and dipole moments each can be characterized by a single real parameter. In section 3 we outline a method to construct the orthogonal trihedron of the quadrupole and dipole Maxwell's multipole vectors. In section 4 we show that the orthogonality centres are stationary points of the magnitude of the quadrupole moment and discuss their nature. Section 5 concludes the paper.

## 2. The orthogonality centers

The relative orientation of the two multipole vectors of the quadrupole moment, as well as the relative orientation between any of these vectors and the dipole vector change under the translation of the origin of the reference frame but are invariant with respect to rotations. In general, the angle between two multipole vectors can take any value. In particular, it can be expected that, with respect to certain expansion points, orthogonality between various pairs of multipole vectors, considered independently, can be achieved. There will be however at most three multipole vectors that can be simultaneously pairwise orthogonal, since all vectors reside in the three-dimensional physical space. We will call such an expansion point with respect to which this condition is satisfied an orthogonality centre.

From a simple count of unknowns and equations we can anticipate that points with this property exist. Indeed, there are three independent translation coordinates and three orthogonality conditions. This leads to a set of three constraints for three unknowns which can, at least in principle, be satisfied by an appropriate three-dimensional translation.

Solving the system of constraints defined above can be in principle done directly using one of the methods for derivation of Maxwell's multipoles [4, 9, 16] and then imposing the
orthogonality conditions. This is however a laborious path and here we will use instead an indirect approach.

The relative directions of the three unit vectors of the dipole and quadrupole moments are conveniently represented by three scalar products. As rotational invariants, these scalar products should serve as building blocks for the functional representation of various invariant quantities that can be formed with the dipole and quadrupole moments. By examining these invariants, we will identify the equations that need to be satisfied by the dipole and quadrupole moments, when calculated with respect to the orthogonality centre, so that the orthogonality conditions of their multipole vectors hold.

Since the desired orthogonality conditions involve both dipole and quadrupole moments, we will seek invariants involving both sets of coefficients. Constructing such invariants is governed by the general theory of irreducible tensor operators [17, 18]. The lowest rank tensor resulting from the coupling of the quadrupole (rank 2) and dipole (rank 1) moments is a regular three-dimensional (rank 1) vector. The components of this vector are

$$
\begin{equation*}
a_{\mu}=\left[\mathbf{q}_{2} \times \mathbf{q}_{1}\right]_{1 \mu}, \tag{4}
\end{equation*}
$$

where the symbol $[\cdots \times \cdots]$ stands for tensor coupling and $\mathbf{q}_{2}$ and $\mathbf{q}_{1}$ denote respectively the sets of components of the quadrupole and dipole moments. The index $\mu$ takes one of the three values denoting the spherical components of the vectors, i.e. $-1,0,+1$.

The components $a_{\mu}$ can be expressed in terms of individual components of the coupled tensors using the appropriate Clebsch-Gordan coefficients [17, 18] $C_{\mu_{2} \mu_{1} \mu}^{211}$ as

$$
\begin{equation*}
a_{\mu}=\sum_{\mu_{2}=-2}^{2} \sum_{\mu_{1}=-1}^{1} C_{\mu_{2} \mu_{1} \mu}^{211} q_{2 \mu_{2}} q_{1 \mu_{1}} . \tag{5}
\end{equation*}
$$

The coefficients $C_{\mu_{2} \mu_{1} \mu}^{211}$ are readily available in textbooks [17] or can be calculated with a scientific software [19]. After substituting their values, the set of equations (5) becomes

$$
\begin{align*}
& a_{11}^{\mathrm{re}}=\sqrt{\frac{3}{10}}\left(q_{22}^{\mathrm{re}} p_{x}-q_{22}^{\mathrm{im}} p_{y}-q_{21}^{\mathrm{re}} p_{z}-\frac{1}{\sqrt{6}} q_{20} p_{x}\right),  \tag{6}\\
& a_{11}^{\mathrm{im}}=\sqrt{\frac{3}{10}}\left(q_{22}^{\mathrm{im}} p_{x}+q_{22}^{\mathrm{re}} p_{y}-q_{21}^{\mathrm{im}} p_{z}+\frac{1}{\sqrt{6}} q_{20} p_{y}\right),  \tag{7}\\
& a_{10}=\sqrt{\frac{3}{5}}\left(q_{21}^{\mathrm{re}} p_{x}-q_{21}^{\mathrm{im}} p_{y}-\sqrt{\frac{2}{3}} q_{20} p_{z}\right) . \tag{8}
\end{align*}
$$

For convenience, in these equations the components of the quadrupole and of the resulting vector $a$ are expressed in terms of their real and imaginary parts, and the dipole components are converted to their Cartesian form defined by $p_{x}=-\sqrt{2} q_{11}^{\text {re }}, p_{y}=\sqrt{2} q_{11}^{\mathrm{im}}, p_{z}=q_{10}$.

To derive the functional form of vector $a$ in terms of Maxwell's multipole vectors, we use equation (15) of [4] to express the quadrupole moments in terms of their multipole unit vectors. To avoid unnecessary clutter, we do not enforce the normalization of Maxwell's vectors. Instead, we assume that the general multiplication constant in equation (3) is absorbed symmetrically in the vectors defining the multipole moments. When applied to quadrupole moments, the equations read

$$
\begin{align*}
& q_{22}^{\mathrm{re}}=\sqrt{\frac{3}{40 \pi}}\left(u_{1 x} u_{2 x}-u_{1 y} u_{2 y}\right),  \tag{9}\\
& q_{22}^{\mathrm{im}}=-\sqrt{\frac{3}{40 \pi}}\left(u_{1 x} u_{2 y}+u_{1 y} u_{2 x}\right), \tag{10}
\end{align*}
$$

$$
\begin{align*}
& q_{21}^{\mathrm{re}}=-\sqrt{\frac{3}{40 \pi}}\left(u_{1 x} u_{1 z}+u_{1 z} u_{2 x}\right),  \tag{11}\\
& q_{21}^{\mathrm{im}}=\sqrt{\frac{3}{40 \pi}}\left(u_{1 y} u_{1 z}+u_{1 z} u_{2 y}\right),  \tag{12}\\
& q_{20}=\sqrt{\frac{1}{5 \pi}} u_{1 z} u_{2 z}-\sqrt{\frac{1}{20 \pi}}\left(u_{1 x} u_{2 x}+u_{1 y} u_{2 y}\right) . \tag{13}
\end{align*}
$$

Maxwell's multipole unit vector for the dipole moment coincides with its direction. The only invariant associated with vector $a$ is its length. After substituting the above expressions for the components of the quadrupole moment in equations (6)-(8), the length of vector $a$ becomes

$$
\begin{align*}
\|a\|^{2} & =2\left(a_{11}^{\mathrm{re}}\right)^{2}+2\left(a_{11}^{\mathrm{im}}\right)^{2}+a_{20}^{2}  \tag{14}\\
& =\frac{1}{200 \pi}\left[9 u_{1}^{2}\left(\vec{p} \cdot \vec{u}_{2}\right)+9 u_{2}^{2}\left(\vec{p} \cdot \vec{u}_{1}\right)+4 p^{2}\left(\vec{u}_{1} \cdot \vec{u}_{2}\right)-6\left(\vec{u}_{1} \cdot \vec{u}_{2}\right)\left(\vec{p} \cdot \vec{u}_{1}\right)\left(\vec{p} \cdot \vec{u}_{1}\right)\right] \tag{15}
\end{align*}
$$

Equation (15) shows that the orthogonality conditions $\vec{u}_{1} \cdot \vec{u}_{2}=\vec{u}_{1} \cdot \vec{p}=\vec{u}_{2} \cdot \vec{p}=0$ require that the length of vector $a$ is zero. From equation (14) it then follows that

$$
\begin{equation*}
a_{11}^{\mathrm{re}}=a_{11}^{\mathrm{im}}=a_{20}=0 . \tag{16}
\end{equation*}
$$

This is the implicit form of the necessary set of equations that need to be satisfied by the quadrupole and dipole multipole vectors so that they form a set of three orthogonal directions.

Equations (9)-(13) can also be exploited to extract the angle between the quadrupole multipole vectors. By calculating the magnitude of the quadrupole vector $\left\|q_{2}\right\|^{2}=$ $\left[\mathbf{q}_{2} \times \mathbf{q}_{2}\right]_{00}=\sum_{m} q_{2 m}^{*} q_{2 m}$, we find

$$
\begin{equation*}
\left(\vec{u}_{1} \cdot \vec{u}_{2}\right)^{2}=20 \pi\left\|q_{2}\right\|^{2}-3 u_{1}^{2} u_{2}^{2} . \tag{17}
\end{equation*}
$$

Then, used together, equations (14), (15) and (17) provide means for further analysis of the relative orientation of any pair of the three Maxwell's multipole vectors in terms of the quadrupole and dipole components.

A more meaningful form of equation (16) results when these conditions are expressed in terms of the quadrupole Cartesian components. Then the set of equations (16) becomes

$$
\begin{equation*}
\mathcal{Q} \vec{p}=0 \tag{18}
\end{equation*}
$$

The matrix $\mathcal{Q}$ represents, up to a factor of $1 / 3$, the traceless Cartesian quadrupole tensor defined by

$$
\begin{align*}
& \mathcal{Q}=\mathcal{S}-(1 / 3) \operatorname{Tr}(\mathcal{S}) \mathbf{1}_{3},  \tag{19}\\
& \mathcal{S}_{\alpha \beta}=\sum_{i=1}^{N} e_{i} r_{i \alpha} r_{i \beta}, \tag{20}
\end{align*}
$$

where $\mathbf{1}_{3}$ is the identity matrix in the three-dimensional space and $r_{i \alpha}$ denotes the three Cartesian components of the position vector of particle $i$. For the derivation of equation (18), the spherical quadrupole moments were expressed in terms of their Cartesian components as [1] $q_{20}=3 / 4 \sqrt{5 / \pi} \mathcal{Q}_{33}, q_{21}^{\mathrm{re}}=-1 / 2 \sqrt{15 / 2 \pi} \mathcal{Q}_{13}, q_{21}^{\mathrm{im}}=1 / 2 \sqrt{15 / 2 \pi} \mathcal{Q}_{23}, q_{22}^{\mathrm{re}}=$ $1 / 2 \sqrt{15 / 2 \pi}\left(\mathcal{Q}_{11}+1 / 2 \mathcal{Q}_{33}\right), q_{22}^{\mathrm{im}}=-1 / 2 \sqrt{15 / 2 \pi} \mathcal{Q}_{12}$.

Equation (18) shows that, with respect to an orthogonality centre, the dipole moment needs to be an eigenvector of the matrix of the quadrupole tensor corresponding to a zero
eigenvalue. When the dependence on the expansion centre is made explicit, this equation will determine the origin with respect to which the orthogonality conditions are satisfied.

Note that equation (18) also implies that, with respect to an orthogonality centre, both the quadrupole and the dipole moments are each characterized by a single real parameter. Indeed, since the Cartesian quadrupole matrix is traceless and one of its eigenvalues vanishes, the remaining eigenvalues are equal in absolute value and of opposite sign. Then, their common absolute value is sufficient to characterize the quadrupole moment. In particular, the magnitude of the quadrupole moment is proportional to this parameter. At the same time, the dipole moment has a direction implied by its orientation along the eigenvector of null eigenvalue. Thus, the only parameter needed to fully describe the dipole is its magnitude.

Before further exploring the result, let us note that equation (18) coincides formally with the equation of the 'centre of the dipole moment' as defined in [2, 20]. In that context, a neutral system is assumed. For neutral systems, the centre of the charge is not defined and the dipole moment is invariant with respect to the expansion centre [1]. In the absence of a centre of charge, a 'centre of the dipole moment' is sought to serve as a standard origin for a multipolar representation. The 'centre of the dipole moment' is defined in [2] from a condition of 'minimal quadrupole contribution' to the electrostatic potential. We see here that the 'centre of the dipole moment' has also a geometric interpretation of representing the point where the three multipole vectors, one for the dipole and two for the quadrupole moment, form an orthogonal trihedron. Since the dipole moment $\vec{p}$ does not depend on the centre of expansion in this case, and the net charge of the system is zero (which removes terms quadratic in the translation vector in the Cartesian quadrupole as will be shown below), equation (18) is linear in the position of the expansion centre and therefore it yields a unique 'centre of the dipole'. We consider in this paper the general case of a non-neutral system, and, as we will see later, this leads to a more complex equation for the centre(s) of orthogonality. Since the (unique) centre of orthogonality coincides in the neutral case with the 'centre of the dipole moment', and since this quantity is derived in detail in [2], we will not discuss this particular case here.

The dependence of the spherical quadrupole moments on the centre of expansion can be made explicit from their laws of transformation under translation. General equations exist for arbitrary orders (see for example [12]). For our purpose, it is more convenient to use instead the obvious transformation of the Cartesian quadrupole and dipole moments, which requires the substitutions $\mathcal{S}_{\alpha \beta} \rightarrow \mathcal{S}_{\alpha \beta}-r_{\alpha} \mathcal{P}_{\beta}-r_{\beta} \mathcal{P}_{\alpha}+q r_{\alpha} r_{\beta}$, and $\vec{p} \rightarrow \overrightarrow{\mathcal{P}}-q \vec{r}$. The vector $\vec{r}=(x, y, z)$ is the position of the centre of expansion, $\overrightarrow{\mathcal{P}}=\sum_{i=1}^{N} e_{i} \vec{r}_{i}$ is the dipole moment vector with respect to the original (arbitrary) origin and $q$ is the total charge of the system. Then, with respect to an arbitrary origin, the spherical quadrupole moments are expressed as

$$
\begin{align*}
& q_{22}^{\mathrm{re}}=\frac{1}{4} \sqrt{\frac{15}{2 \pi}}\left(\mathcal{S}_{x x}-\mathcal{S}_{y y}-2 x \mathcal{P}_{x}+2 y \mathcal{P}_{y}+q x^{2}-q y^{2}\right),  \tag{21}\\
& q_{22}^{\mathrm{im}}=-\frac{1}{2} \sqrt{\frac{15}{2 \pi}}\left(\mathcal{S}_{x y}-x \mathcal{P}_{y}-y \mathcal{P}_{x}+q x y\right),  \tag{22}\\
& q_{21}^{\mathrm{re}}=-\frac{1}{2} \sqrt{\frac{15}{2 \pi}}\left(\mathcal{S}_{x z}-x \mathcal{P}_{z}-z \mathcal{P}_{x}+q x z\right),  \tag{23}\\
& q_{21}^{\mathrm{im}}=\frac{1}{2} \sqrt{\frac{15}{2 \pi}}\left(\mathcal{S}_{y z}-y \mathcal{P}_{z}-z \mathcal{P}_{y}+q y z\right),  \tag{24}\\
& q_{20}=\frac{1}{2} \sqrt{\frac{5}{4 \pi}}\left(3 \mathcal{S}_{z z}-\operatorname{Tr}(\mathcal{S})-6 z \mathcal{P}_{z}+2 \vec{r} \cdot \overrightarrow{\mathcal{P}}+3 q z^{2}-q r^{2}\right) . \tag{25}
\end{align*}
$$

Substituting all these results back in equations (6)-(8) and then using equation (16), we arrive at the desired equation for the centre of orthogonality. It is convenient to express the result in terms of the position of the orthogonality centre with respect to the centre of charge, i.e. in terms of the vector $\vec{R}=\vec{r}-\overrightarrow{\mathcal{P}} / q$, because this vector is invariant to translation (as the direction between two points rigidly tied to the structure). Hence, the equation reads

$$
\begin{equation*}
\left(\mathcal{D}-\frac{1}{3} \operatorname{Tr}(\mathcal{D}) \mathbf{1}_{3}\right) \vec{R}=-\frac{2}{3} q R^{2} \vec{R} \tag{26}
\end{equation*}
$$

with $\mathcal{D}$ being the matrix

$$
\begin{equation*}
\mathcal{D}=\mathcal{S}-\frac{1}{q} \overrightarrow{\mathcal{P}} \overrightarrow{\mathcal{P}} \tag{27}
\end{equation*}
$$

Alternatively, this result could have been obtained directly from equation (18) with the transformation outlined above for the Cartesian quadrupole and dipole moments.

We note that the second term in equation (27) represents, up to a constant, the direct product of the centre of the charge, $\overrightarrow{\mathcal{P}} / q$, with itself. For a charged system $(q \neq 0)$ this quantity is always defined and by shifting the origin of the calculation at this location, the term disappears from equation. This leads to

$$
\begin{equation*}
\mathcal{Q}_{c} \vec{R}=-\frac{2}{3} q R^{2} \vec{R} \tag{28}
\end{equation*}
$$

where $\mathcal{Q}_{c}$ is $1 / 3$ of the traceless quadrupole tensor with respect to the centre of charge.
Equation (28) has the appearance of an eigenvector-eigenvalue problem with $-(2 / 3) q R^{2}$ playing the role of the eigenvalue. Obviously, equation (28) admits the trivial solution $\vec{R}=0$. This solution represents the centre of charge where $\|a\|^{2}=0$ because the dipole moment vanishes at that location, and therefore it does not represent a real orthogonality centre.

To further discuss equation (28), let us assume that the net charge is positive. For nontrivial solutions, we need then to select from among the negative eigenvalues of the matrix $\mathcal{Q}_{c}$. Since $\mathcal{Q}_{c}$ is a three-dimensional traceless matrix, it has at least one and at most two negative eigenvalues. Then, each negative eigenvalue determines two orthogonality centres located oppositely with respect to the centre of charge along the direction of the corresponding eigenvector. If $\lambda$ is such a negative eigenvalue, then the coordinates of the two corresponding orthogonality centres, $\vec{R}_{\mathrm{oc}}$, are

$$
\begin{equation*}
\vec{R}_{\mathrm{oc}}= \pm \sqrt{3 \lambda / 2} \hat{v} \tag{29}
\end{equation*}
$$

where $\hat{v}$ is the normalized eigenvector corresponding to eigenvalue $\lambda$.

## 3. The orthogonal trihedron of the multipole vectors

The construction of the orthogonal multipole trihedron at an orthogonality centre can be done by directly calculating Maxwell's multipole vectors of the dipole and quadrupole moments. Calculating the dipole vector is trivial since it reduces to the position of the centre of charge with respect to the orthogonality centre. For the calculation of the quadrupole multipole vectors, a numerical scheme such as the ones described in $[4,9,16]$ can be used.

Alternatively, Maxwell's multipole vectors can be calculated from the eigenvectors of the Cartesian quadrupole moment. According to equation (18), the dipole moment is the eigenvector of the Cartesian tensor corresponding to the null eigenvalue. When calculated with respect to an orthogonality centre the quadrupole multipole vectors are perpendicular to the dipole, and therefore they reside in the plane of the other two eigenvectors of the Cartesian quadrupole tensor, i.e. of the eigenvectors corresponding to the non-zero (one positive and one negative) eigenvalues. This is a particular case of a more general property that the quadrupole multipole vectors are always in the plane spanned by the two eigenvectors corresponding
to the maximum and the minimum eigenvalues of the Cartesian quadrupole tensor. Indeed, it has been shown [21] that these two eigenvectors can be obtained as the following linear combinations:

$$
\begin{equation*}
\hat{a}_{ \pm}=(\hat{u} \pm \hat{v}) /\|\hat{u} \pm \hat{v}\|, \tag{30}
\end{equation*}
$$

of the multipole vectors $\hat{u}, \hat{v}$. The two normalized eigenvectors $\hat{a}_{ \pm}$correspond to the largest and smallest eigenvalues

$$
\begin{equation*}
\lambda_{ \pm}=\frac{C}{5}\left(\frac{1}{3} \hat{u} \cdot \hat{v} \pm 1\right) . \tag{31}
\end{equation*}
$$

The third eigenvector is therefore perpendicular to the plane determined by $\hat{u}, \hat{v}$ and is associated with an eigenvalue

$$
\begin{equation*}
\lambda_{0}=-\frac{C}{15} \hat{u} \cdot \hat{v} \tag{32}
\end{equation*}
$$

The multipole vectors $\hat{u}, \hat{v}$ can be obtained by solving the system of equation (30). This can be reduced to a linear system by observing that the denominator on the right-hand side can be expressed in terms of $\hat{u} \cdot \hat{v}$ only. This quantity and the constant $C$ can be found simultaneously by solving equations (31) and (32), and this leads to

$$
\begin{align*}
& C=\frac{5}{2}\left(\lambda_{+}-\lambda_{-}\right),  \tag{33}\\
& \hat{u} \cdot \hat{v}=-\frac{3 \lambda_{0}}{\lambda_{+}-\lambda_{-}} \tag{34}
\end{align*}
$$

Then, if we define $\cos (\alpha)=\hat{u} \cdot \hat{v}$, simple trigonometrical manipulations yield

$$
\begin{align*}
& \|\hat{u}+\hat{v}\|=2 \cos (\alpha / 2)  \tag{35}\\
& \|\hat{u}-\hat{v}\|=2 \sin (\alpha / 2) \tag{36}
\end{align*}
$$

The solution of equation (30) is then expressed as

$$
\begin{align*}
& \hat{u}=\hat{a}_{+} \cos (\alpha / 2)+\hat{a}_{-} \sin (\alpha / 2),  \tag{37}\\
& \hat{v}=\hat{a}_{+} \cos (\alpha / 2)-\hat{a}_{-} \sin (\alpha / 2) . \tag{38}
\end{align*}
$$

At the position of an orthogonality centre $\lambda_{0}=0$ and, therefore, $\alpha=\pi / 2$. Then, the multipole vectors are parallel to the two diagonals of the square formed by the eigenvectors $\hat{a}_{ \pm}$, i.e.

$$
\begin{align*}
& \hat{u}=(1 / \sqrt{2})\left(\hat{a}_{+}+\hat{a}_{-}\right),  \tag{39}\\
& \hat{v}=(1 / \sqrt{2})\left(\hat{a}_{+}-\hat{a}_{-}\right) . \tag{40}
\end{align*}
$$

## 4. Orthogonality centres as stationary points of the quadrupole moment

As discussed in section 2, equation (18) is formally equivalent to the equation defining the centre of the dipole moment of a neutral system [2]. Since in that context the equation is obtained from a condition of minimum of the magnitude of the quadrupole moment with respect to translations, it is useful to explore to what extent that condition applies to this more general case of a charged systems.

The magnitude of the quadrupole moment relates to the Cartesian components as

$$
\begin{equation*}
\sum_{m}\left|q_{2 m}\right|^{2}=\frac{15}{8 \pi} \sum_{\alpha \beta} Q_{\alpha \beta}^{2} . \tag{41}
\end{equation*}
$$

Under a translation of vector $\vec{r}$, the Cartesian components change as

$$
\begin{equation*}
Q_{\alpha \beta}^{\prime}=Q_{\alpha \beta}-r_{\alpha} p_{\beta}-r_{\beta} p_{\alpha}+(2 / 3) \vec{r} \cdot \vec{p} \delta_{\alpha \beta}+q r_{\alpha} r_{\beta}-(1 / 3) q r^{2} \delta_{\alpha \beta} \tag{42}
\end{equation*}
$$

The extremes of the magnitude of the quadrupole moment are reached when its gradient vanishes. This requires

$$
\begin{equation*}
\frac{\partial}{\partial r_{\gamma}} \sum_{\alpha \beta}\left|Q_{\alpha \beta}^{\prime}\right|^{2}=\sum_{\alpha \beta} Q_{\alpha \beta}^{\prime} \frac{\partial Q_{\alpha \beta}^{\prime}}{\partial r_{\gamma}}=0, \quad \gamma=1,2,3 . \tag{43}
\end{equation*}
$$

The derivatives of $Q_{\alpha \beta}^{\prime}$ can be easily calculated from equation (42) and they read

$$
\begin{align*}
\frac{\partial Q_{\alpha \beta}^{\prime}}{\partial r_{\gamma}} & =-p_{\beta} \delta_{\alpha \gamma}-p_{\alpha} \delta_{\beta \gamma}+\frac{2}{3} p_{\gamma} \delta_{\alpha \beta}-\frac{2}{3} q r_{\gamma} \delta_{\alpha \beta}+q r_{\alpha} \delta_{\beta \gamma}+q r_{\beta} \delta_{\alpha \gamma} \\
& =-\left(p_{\beta}-q r_{\beta}\right) \delta_{\alpha \gamma}-\left(p_{\alpha}-q r_{\alpha}\right) \delta_{\beta \gamma}+\frac{2}{3}\left(p_{\gamma}-q r_{\gamma}\right) \delta_{\alpha \beta} \tag{44}
\end{align*}
$$

The last term in equation (44) makes no contribution under the summation in equation (43) because of the traceless character of the quadrupole matrix. The other two terms are proportional to the components of the dipole moment at the translated point, $p_{\alpha}^{\prime}$. Substituting these remaining terms back into equation (43) leads to $Q^{\prime} \vec{p}^{\prime}=0$, i.e. the same equation as (18).

To establish the nature of the stationary points, we calculate the Hessian of the squared quadrupole magnitude at these points. The result can be easily interpreted if we use a system of axes placed at the stationary point and with orientation along the eigenvectors of the Cartesian quadrupole. This choice renders the Hessian diagonal and it now reads

$$
H=\left(\begin{array}{ccc}
\frac{4}{3} p^{2} & 0 & 0  \tag{45}\\
0 & \frac{2}{3}\left(p^{2}+q \mu\right) & 0 \\
0 & 0 & \frac{2}{3}\left(p^{2}-q \mu\right)
\end{array}\right),
$$

where $\mu$ and $-\mu$ are the only non-zero eigenvalues of the quadrupole tensor at the stationary point and $p$ represents the magnitude of the dipole moment at the same location. It is obvious that at least two eigenvalues of the Hessian are positive. Therefore, the orthogonality centre is either a minimum or a saddle point. The nature of the stationary point is determined by the signs of the two diagonal elements $p^{2} \pm q \mu$. If $p^{2} \geqslant|q \mu|$, both values are positive and therefore the point is a point of minimum. In the alternative case, only one of the eigenvalues is positive and therefore the point is a saddle point.

As shown earlier, the orthogonality centres come in pairs of points located symmetrically from the centre of charge along each axis of negative eigenvalue. Only the magnitude of the dipole moment appears in the Hessian (equation (45)), and therefore both centres in a given pair have the same nature, either both of them are points of minimum or both of them are saddle points. It is easy to establish that for a given system, there cannot be more than one pair of minima. Indeed, the dipole moment with respect to a given orthogonality centre is $p^{2}=q^{2} R^{2}=-(3 / 2) q \lambda_{1}$, where $\lambda_{1}$ is a negative eigenvalue (with respect to the centre of charge) with which the centre is associated. On the other hand, by using equation (42) to relate translated eigenvalues, one finds that $\mu= \pm\left(\lambda_{2}-q R^{2} / 3\right)$, the $\pm$ sign depending on which of the two remaining eigenvalues is represented by $\lambda_{2}$. Then, one can find that the condition of minimum, $p^{2} \geqslant|q \mu|$, requires $\lambda_{1} \leqslant \lambda_{2} \leqslant-2 \lambda_{1}$. One can see that the left side of the
inequality cannot be satisfied when the role of the two eigenvalues is interchanged. Therefore, even if both eigenvalues are negative and, therefore, they both have associated orthogonality centres, only one of the pairs of centres forms minima, and that pair corresponds to the negative eigenvalue of the maximum absolute value. The other pair is necessarily a saddle point.

Note that the right-hand side inequality is always satisfied due to the traceless property satisfied by the three quadrupole eigenvalues. Assume the three eigenvalues are ordered as $\lambda_{1} \leqslant \lambda_{2} \leqslant \lambda_{3}$. Then, $\lambda_{3}=-\lambda_{1}-\lambda_{2} \leqslant-\lambda_{1}-\lambda_{1}=-2 \lambda_{1}$ and since $\lambda_{3}$ is the maximum of the three eigenvalues, this proves the property.

To summarize, the above analysis shows that there always exists a pair of orthogonality centres which are at the same time points of minima of the quadrupole moment with respect to translations. These orthogonality centres correspond to the negative eigenvalue with maximum absolute value of the Cartesian quadrupole (with respect to the centre of charge). When more than one negative eigenvalue exists, a second pair of orthogonality centres exists and those centres are saddle points for the quadrupole moment. These two categories of charge conformations can also be succinctly described by the two parameters $p$-the dipole moment, and $\mu$-the quadrupole moment corresponding to a point of minimum of the quadrupole moment: for $p^{2} \geqslant|q \mu|$, the quadrupole moment has two saddle points with respect to the translation of the physical system, in addition to the two minima; for $p^{2} \in(\min \{-q \mu, q \mu\}, \max \{-q \mu, q \mu\})$, there are no saddle points.

## 5. Conclusions

In this paper we show that there are locations in space (orthogonality centres) with respect to which Maxwell's vectors of the quadrupole and dipole moments form an orthogonal trihedron. We prove that the orthogonality centres are located symmetrically along the principal axes of negative eigenvalues of the Cartesian quadrupole matrix with respect to the centre of charge. There are two orthogonality centres for each negative eigenvalue, and their distances to the centre of charge are expressed in terms of the eigenvalues of the Cartesian quadrupole with respect to the centre of charge.

With respect to an orthogonality centre, the quadrupole and dipole moments are each characterized by a single parameter. The orthogonality centres represent stationary points of the magnitude of the quadrupole moment with respect to three-dimensional translations. The nature of the stationary points depends on the relative magnitude of the dipole and quadrupole moments with respect to those points. Then, the three-dimensional landscape of a distribution of charge can be characterized at the quadrupole level on the basis of the relative magnitude of these parameters at the point of minimum of the quadrupole moment.

The relationship between the orthogonality centres and the stationary points of the magnitude of the quadrupole moment suggests a possible path towards the extension of the notion of centres to higher order multipoles. In general, such centres cannot be defined by orthogonality properties since for arbitrary higher orders the number of Maxwell's vectors exceeds the dimensionality of the space. However, the condition of stationarity admits generalization to any multipolar order. This path has been briefly explored before [2] as a means to define the centre of the quadrupole moment for the particular case of a system with zero net charge and zero overall electric dipole.

## Acknowledgments

We thank Anghel Marian at LANL for reading the paper and useful comments. We are grateful for financial support from grant NIH GM63208.

## References

[1] Jackson J D 1999 Classical Electrodynamics 3rd edn (New York: Wiley)
[2] Platt Daniel E and Silverman B D 1996 Registration, orientation, and similarity of molecular electrostatic potentials through multipole matching J. Comput. Chem. 17 358-66
[3] Land K and Magueijo J 2005 The multipole vectors of the wilkinson microwave anisotropy probe, and their frames and invariants Mon. Not. R. Astron. Soc. 362 838-46
[4] Copi C J, Huterer D and Starkman G D 2004 Multipole vectors: a new representation of the CMB sky and evidence for statistical anisotropy of non-gaussianity at $2<l<8$ Phys. Rev. D 70043515
[5] Gramada A and Bourne P E 2006 Multipolar representation of protein structure BMC Bioinformatics 7242
[6] Fano U 1958 Irreducible Tensorial Sets (New York: Academic)
[7] Maxwell C J 1892 A Treaties on Electricity and Magnetism 3rd edn (Oxford: Clarendon)
[8] Sylvester J J 1876 Note on spherical harmonics Phil. Mag. 2 291-307
[9] Dennis M R 2004 Canonical representation of spherical functions: Sylvester's theorem, Maxwell's multipoles and Majorana's sphere J. Phys. A: Math. Gen. 37 9487-500
[10] Schwarz D J, Starkman G D, Huterer D and Copi C J 2004 Is the low-1 microwave background cosmic? Phys. Rev. Lett. 93221301
[11] Sylvester J J 1909 The Collected Mathematical Papers of James Joseph Sylvester vol 3 (Cambridge: Cambridge University Press)
[12] Epton M A and Dembart B 1995 Multipole translation theory for three-dimensional laplace and helmholtz equations SIAM J. Sci. Comput. 16 865-97
[13] Tough R J A 1977 The transformation properties of vector multipole fields under a translation of coordinate origin J. Phys. A: Math. Gen. 10 1079-87
[14] D’Urso C and Adelberger E G 1997 Translation of multipoles for a 1/r potential Phys. Rev. D 557970
[15] Gumerov N A and Duraiswami R 2003 Recursions for the computation of multipole translation and rotation coefficients for the 3-d Helmholtz equation SIAM J. Sci. Comput. 25 1344-81
[16] Zou W-N and Zheng Q-S 2003 Maxwell's multipole representation of traceless symmetric tensors and its application to functions of high-order tensors Proc. R. Soc. A 459 527-38
[17] Biedenharn L C and Louck J 1981 Angular Momentum in Quantum Mechanics, Theory and Applications (Reading, MA: Addison-Wesley)
[18] Tannoudji C C, Diu B and Laloë F 1977 Quantum Mechanics (New York: Wiley)
[19] Inc. Wolfram Research 2005 Mathematica version 5.2 edn (Chmpaign, IL: Wolfram Research Inc.)
[20] Buckingham A D 1967 Permanent and induced molecular moments and long-range intermolecular forces Advances in Chemical Physics vol 12, ed J O Hirschfelder (New York: Interscience) p 107
[21] Land K and Magueijo J 2005 Multipole invariants and non-gaussianity Mon. Not. R. Astron. Soc. Lett. 362 L16

